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→ Given as input a set of class-agnostic 2D masks with little 
consistency across views, we aim to learn a meaningful 3D 
object field that segments the different instances in the scene
→ Existing methods either assume predefined classes or only 
learn feature fields that require clustering as post-processing

Problem Statement

Method

Results

• Augment NeRF with a high-
dimensional object field, which 
is rendered similarly to color

• Each channel learns a single 
object with a per-pixel probability

• Class-agnostic segmentations on Mip-NeRF360
• Object field can be used to condition rendering
• This allows a wide range of editing operations

• Find the best matching γ that minimizes a generalized IoU 𝛼𝛼 between 
2D masks and object field channels

• Supervise object field with a matching loss and a false positives loss
• Regularize the object field to enforce spatial consistency with Total 

Variation loss on the object field hash grid

→ The final segmentation does not require additional clustering
 → It natively provides a confidence estimates


	Diapositive numéro 1
	Diapositive numéro 2

